
COVID-19 Trend Analysis using Machine 
Learning Techniques 

Abstract—With COVID-19 being the highlight 
of the decade and information related to it on 
the rise in an unorganized manner, the need for 
a centralized platform to gather information 
from on an international front doesn’t seem to 
be far fetched. The data dashboard is formed 
with help of data taken from reliable sources to 
portrait it in an interactive and easy to consume 
format with salient features like a chatbot, cases 
prediction with help of machine learning and 
projection, of data in numerous formats updated 
daily. The paper aims to provide a better 
understanding to neophytes regarding the 
current trend of coronavirus in the world along 
with imparting basic knowledge about the 
deadly virus. 
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1.   INTRODUCTION 

This project is one of the coronavirus related theme 
projects. It is a machine learning based website for 
a data dashboard. A data dashboard is an 
information management tool that visually tracks, 
analyses and displays key performance indicators 
(KPI), metrics and key data points to monitor the 
specific process. The dashboard consists of two 
fronts: front and back. The back end consists of 
data gathering, data preparation, data analysis, chat 
bot and machine learning, all of which is 
implemented using Python. The front end consists 
of making the website, converting the processed 
information at backend to a consumable form, and 
deploying all these features online.  

At the back-end data for prediction and showcasing 
data for different purposes was gathered from the 
official repository of John Hopkins University. For 

chatbot the data was taken from cdc.gov.in to fetch 
questions, and answer to faqs.  

At the front-end the files were processed into 
consumable material for website building purposes 
using python based open-source framework 
Django. The website was made presentable and 
interactive using CSS and HTML.  
All these features combined formed a live data 
dashboard as a website updating itself daily, 
showing total number of cases for each country 
separately and in form of a world map for better 
relative understanding of the situation. It also 
portraits the recovering and infected cases for each 
countries in a graphical form for detailed view. The 
dashboard gives you an option to put in your 
queries and get the answers to them in form of a 
chatbot along with giving prediction of total 
number of cases for each country in near future. 
The website also offers you a feature to download 
the data in four different form (png, svg vector 
image and pdf, jpeg ). 

Basic architecture of the COVID-19 data dashboard 
is shown in Fig 1. and MVC (Model View 
Controller) architecture for desired visual effects on 
the dashboard is shown in Fig 2.  

Fig 1. Data Dashboard Architecture  
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Fig 2. MVC Architecture  

2.  PREDICTION  

2.1 Data Procurement and Preparation 

The dataset that has been utilized in prediction is 
fetched from data archive for “2019 Novel 
CoronaVirus Visual Dashboard” managed by 
Center for Systems Science and Engineering 
(CSSE) at Johns Hopkins University, also, 
Supported by ESRI Living Atlas Team and the 
Johns Hopkins University Applied Physics Lab 
(JHU APL). The data fetched can be regarded as 
parameterized dataset having pertinent parameters 
including State, Country, Latitude count, Longitude 
count and dates. To take in account the data for 
Confirmed, Death and Recovered cases, separate 
dataset has been used.   

The dataset conscripted is continuous dataset and 
therefore, is well suited for regression analysis as it 
needs to predict from continuous dependent 
variables from various independent ones. The 
relation between dependent and independent 
variables can be defined by coefficient of both 
variables in regression mathematical statement.  

 

2.2 Feature Selection  

It involves tailoring our data for best results from 
our model. Feature Engineering can influence the 
performance of our model; thus, it is important to 
choose it precisely. Including impeccable and 
succinct feature can help us to know better about 
the framework of our data. The process includes 
delving and aggregating or decomposing required 
features to produce new characteristics or alter the 
provided ones and destigmatizing irrelevant 
parameters.  

To cope up with our prediction model, we have 
removed squandered parameters such as 

Combined_key, Latitude count, Longitude count, 
FIPS. For further, easy processing we have 
converted the dates to date-time object using 
strptime(). 

2.3 Regression Analysis 

To predict the future cases, causalities, recovery 
cases, we have employed Linear Polynomial 
Regression. Linear Regression is operated on two 
continuous variables to find relationship between 
them. Linear Polynomial Regression that can be 
seen in Fig 3. can be regarded as extended version 
of Linear Regression, it is implemented on related 
but non-linear data. It is supervised in nature, and 
handles non-linear data efficiently.  

 

Fig 3. Shows Simple and polynomial Linear 
Regression   

2.4 Implementation  

The data has been spitted in 4:1 for training and 
testing respectively. On implying degree=3, the 
model can show accuracy up to 71% for worldwide 
cases, 95.9% for worldwide recovery cases and 
93.33% for death cases worldwide. Fig 4. Shows 
the split of data for training & testing, and the 
accuracies obtained for different cases using 
polynomial linear regression.  

 

Fig 4. Shows the split of data for training & testing, 
and the accuracies obtained for different cases 
using polynomial linear regression in Python 
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Predicting Cases : The model trained and tested 
using polynomial linear regression is used to 
predict the total number of cases on each day. Fig 
5. shows the predicted values, and Fig 6. shows the 
comparison between test data and predicted values.    

 

Fig 5. Shows the predicted values for total cases on 
each day 

 

Fig 6. Shows the comparison between test and 
predicted total values 

Predicting Recoveries : The model trained and 
tested using polynomial linear regression is used to 
predict the total number of recovered cases on each 
day. Fig 7. shows the predicted recovery values for 
each day, and Fig 8. shows the comparison between 
test data and predicted recovery values.    

 

Fig7. Shows the predicted recovery values for 
recovery cases on each day 

 

Fig 8. Shows the comparison between test data and 
predicted recovery values 

Predicting Deaths : The model trained and tested 
using polynomial linear regression is used to 
predict the total number of death cases on each day. 
Fig 9. shows the predicted death values, and Fig 10. 
shows the comparison between test data and 
predicted death values.    

 

Fig 9. Shows the predicted values for death cases 
on each day 

 

Fig 10. Shows the comparison between test data 
and predicted death values 

3. CHATBOT 

3.1 Data Procurement and  Preparation  

The data is fetched from Frequently Asked 
Questions section of official website of Center for 
Disease Control and Prevention using requests and 
BeautifulSoup library. The dataset includes 70 
different questions regarding general awareness of 
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public towards Novel 2019 Coronavirus. The 
queries and their solutions are collected separately 
and dumped in json files, which are then 
aggregated to create a useful data frame. 
3.2 TF-IDF Vectorization  

To follow-up with our chatbot, we have employed 
Bag-of-word model using TF-IDF Vectorization, 
that converts text to feature vectors, thus making 
estimation a cinch.  

Textual data can’t be employed on our model 
directly, instead to make them work, we need to 
convert them to numerical vectors. The model isn’t 
intricate, all it focuses is on occurrence of words in 
the document. It can be achieved by assigning a 
unique number to each word, and the given data 
can be encoded with the length of vocabulary of 
known words. The Bag-of-word model is all about 
the words present in the document and their degree 
regardless of the order of occurrence.  

To calculate word frequencies, TF-IDF Vector is 
most popular method. It stands for “Term 
Frequency-Inverse Document Frequency” that 
stores component of resulting scores assigned to 
each word. Some words like, “the”, “is” might 
appear a lot often in our document, but that 
certainly isn’t going to help our encoded vector. 
The goal of TF-IDF vector is to calculate the word-
frequency scores for highlighted text that are more 
interesting. “Term Frequency (TF)” calculates the 
frequency for each word, whereas, “Inverse 
Document Frequency (IDF)” downscales the score 
of much frequently occurring word.  

Fig 11. shows TF-IDF Vectorizer  automatically 
running tokenization followed by learning 
vocabulary and calculating the inverse document 
frequency weights to calculate score for each word.  

There is a very high possibility that the user will 
not enter same questions as in our corpus, although 
we can expect the meaning and insight to be same 
but we can never expect the words to be same too. 
The next challenge we face is to create similarities 
between the question corpus that we have fetched 
and the queries asked by user. To match the 
question asked by user to the question corpus 
deployed in our data, we use cosine similarity.  

Cosine Similarity is a metric that is used to 
determine similarity between texts regardless of 
their size. It tends to determine the cosine angle 
between two vectors that are projected in multi-
dimensional space. 

 

 

Fig 11. Shows TF-IDF Vectorizer automatically 
running tokenization  

4. DASHBOARD FORMATION 

As we know Django is python based open-source 
framework which follows MVC(Model View 
Controller) architectural pattern used in the rapid 
development of the website with clean design 
without worrying too much about setting up an 
environment to start. 

For Covid-19 Dashboard data fetched online server 
is analyzed and used many approaches to serializes 
the data which is used in views.py files in django to 
further process the data and represent it to the user.  

Data fetched is sent to html(front-end) file for 
representation in the form of maps, texts as well as 
charts and to display these chart special Library  
Chart.js is used . It also involves the part of Chatbot 
which compare the text entered by user and similar 
results present to user's questions in file data  
fetched from online server.  

All the data fetched from backend is displayed in 
front end with the help of styling using CSS and 
JavaScript . Main goal of the project to make site 
user attractive and solving queries using Chatbot  . 
Django worked as an intermediate between data 
a n a l y z e d u s i n g M a c h i n e l e a r n i n g a n d 
Representation of data to User. 

Fig 12. COVID-19 Data Dashboard 
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5. CONCLUSION AND FUTURE SCOPE 

The research paper successfully shows the analysis 
of the gathered covid-19 data of world. Predicting 
further transmission of Covid-19 or coronavirus 
could be useful in stopping its further spread. The 6
paper purposefully displays the comprehensive 
steps taken to implement the data dashboard for 
better understanding of the data and interactive 
information exchange which will be helpful in 
further taking necessary steps to manage the 
resources for its containment. Furthermore, 
different features such as Chatbot and Prediction of 
total cases, recoveries and deaths for the same are 
executed. These features were executed using TF-
IDF vectorization and Machine Learning model 
based on polynomial regression analysis but in 
future with further availability of data more 
complex technology and algorithms can be put to 
work for better prediction and understanding of the 
virus’ spread. The paper clarifies that polynomial 
regression analysis gives good accuracy rate  and 
answers questions about its near future impact in 
terms of human life. This project highly depends on 
realtime data and its availability is dependent on 
external factors but as time goes on the models will 
be able to learn more and more due to heavy flow 
of data through them giving more accurate and 
reliable results. For further advancement in the 
accuracy rate of the model different attributes can 
be included during the process. Hope this article 
contributes to the world’s response to this epidemic 
and puts forward some references for further 
research in future.  
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